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Abstract - Automatic text classification represents a fundamental task in natural 

language processing, yet its application to low-resource languages such as Karakalpak 

remains substantially underdeveloped. This comprehensive study addresses the critical 

gap in multilingual natural language processing by investigating methodologies for 

effective content classification of Karakalpak texts despite severe data scarcity 

constraints. We present an integrated approach combining cross-lingual transfer 

learning with advanced data augmentation techniques specifically tailored to 

morphologically rich, low-resource language contexts. Our methodology leverages 

pre-trained multilingual BERT models, applies targeted fine-tuning strategies, and 

implements synthetic data generation through machine translation and back-translation 

approaches. Empirical evaluation on Karakalpak news classification and sentiment 

analysis datasets demonstrates significant improvements over monolingual baseline 

approaches, achieving F1-scores of 0.87 on news classification and 0.79 on sentiment 

analysis tasks. We demonstrate that strategic combination of transfer learning and data 

augmentation mitigates resource scarcity limitations more effectively than either 

technique in isolation. Analysis reveals that morphological characteristics of 

Karakalpak, common to Turkic language families, enable effective knowledge transfer 

from related languages. Our findings establish that low-resource status need not 

prevent development of practical text classification systems when theoretically 

informed methodologies address linguistic and computational constraints. 
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1. Introduction 

The explosive growth of natural language processing over the past decade has 

substantially benefited languages with extensive digital resources. English, Mandarin 

Chinese, Spanish, and other high-resource languages have witnessed remarkable 
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progress in automated text understanding, sentiment analysis, machine translation, and 

diverse downstream applications. However, this progress has been profoundly uneven 

across linguistic communities. Karakalpak, spoken by approximately 500,000 

individuals primarily in the Karakalpakstan autonomous region of Uzbekistan, 

exemplifies the vast majority of world languages facing severe resource scarcity 

constraints that prevent application of contemporary deep learning approaches to 

natural language understanding tasks. 

Text classification constitutes a foundational task enabling diverse downstream 

applications. News categorization supports information organization and retrieval. 

Sentiment analysis provides feedback regarding product and service quality. Spam 

detection protects users from malicious communications. Topic modeling facilitates 

content discovery and recommendation. Yet for Karakalpak speakers, these 

capabilities remain largely unavailable due to absence of annotated training datasets, 

limited computational infrastructure, and absence of specialized linguistic resources. 

 

This situation reflects a broader digital divide affecting low-resource languages 

globally. While definitions vary, languages typically classified as low-resource possess 

fewer than one million annotated tokens in public datasets, minimal availability of pre-

trained language models, limited computational research attention, and scarce 

linguistic expertise within computational linguistics communities. Karakalpak meets 

all these criteria. Digital content in Karakalpak accumulates from news websites, social 

media, government documents, and educational materials, yet remains unstructured 

and inaccessible to computational analysis. 

The central methodological contribution of this research involves recognizing that low-

resource status does not preclude effective natural language processing when 

approaches explicitly address resource limitations. Specifically, we demonstrate that 

strategic combination of cross-lingual transfer learning with data augmentation 

techniques substantially mitigates scarcity constraints. Rather than requiring massive 

annotated datasets, sophisticated transfer learning leverages linguistic knowledge 

learned from high-resource languages, particularly related languages sharing 

morphological and syntactic characteristics. 

2. Background and Linguistic Context 

2.1 The Karakalpak Language 

Karakalpak belongs to the Kipchak branch of Turkic languages, a family spanning 

Central Asia, the Caucasus, and Turkey, encompassing over 40 million speakers across 

numerous countries. Within the Turkic family, Karakalpak shares structural and 
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morphological characteristics with Kazakh, Uzbek, Kyrgyz, and Tatar. This linguistic 

relationship constitutes a significant resource for cross-lingual transfer learning, as 

knowledge acquired from more extensively resourced Turkic languages can potentially 

transfer to Karakalpak through structural similarities. 

Karakalpak employs agglutinative morphology, a characteristic shared across Turkic 

languages where words are built through sequential addition of morphemes, each 

contributing specific grammatical or semantic information. A single Karakalpak word 

can encode complexity requiring multiple English words to express. For example, a 

Karakalpak verb root might attach morphemes indicating tense, aspect, mood, 

agreement with subject, and object marking, all within a single orthographic word. This 

agglutinative structure creates morphological complexity that contemporary 

computational approaches must address. 

Karakalpak employs vowel harmony, a phonological process where vowels within a 

word harmonize according to backness and rounding features. This constrains possible 

morpheme combinations and creates systematic patterns in morphological formation. 

Recognition of vowel harmony and its implications for morphological processing 

enhances preprocessing and feature extraction for text classification tasks. 

3. Proposed Methodology 

3.1 System Architecture 

Our methodology employs a layered architecture integrating preprocessing, 

augmentation, transfer learning, and fine-tuning components. The preprocessing layer 

normalizes input text, handling orthographic variations, lowercasing, and removal of 

extraneous symbols while preserving diacritical marks bearing linguistic significance. 

For Karakalpak, preprocessing addresses Cyrillic-Latin script conversion for legacy 

documents, vowel harmony verification, and morphological segmentation where 

morphological information proves available. 
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Figure 1: Complete System Architecture Pipeline 

The augmentation layer applies multiple data generation techniques to expand initial 

training corpora. Back-translation leverages existing machine translation systems to 

translate Karakalpak text to intermediate languages and back, generating paraphrases. 

Synonym replacement, guided by semantic similarity metrics or morphological 

relationships, creates lexical variations. Random insertion, swap, and deletion 

operations generate syntactic variations while preserving semantic content. 

The transfer learning layer employs multilingual BERT as the foundation model. 

Multilingual BERT's training on 104 languages provides multilingual representations 

potentially capturing linguistic patterns transferable to Karakalpak. We investigate 

both frozen and fine-tuned transfer configurations. The classification layer builds on 

transferred representations using straightforward classification heads comprising fully 

connected layers followed by softmax normalization. 

4. Experimental Results 

4.1 Performance Comparison 

Our systematic experiments reveal substantial improvements from the combined 

transfer learning and augmentation approach. The following visualization compares 

performance across multiple methodological configurations. 



Vol.4 №1 (2026). January 

Journal of Effective         innovativepublication.uz 

Learning and Sustainable Innovation 
 

 164 

 
Figure 2: Performance Comparison Across Approaches 

Baseline approaches employing standard machine learning techniques achieved 

modest performance. Naive Bayes achieved 68% accuracy on news classification and 

64% on sentiment analysis. Support vector machines achieved 71% and 67% 

respectively. FastText classifiers achieved 74% and 71%. Transfer learning from 

multilingual BERT substantially improved performance. Fine-tuned multilingual 

BERT achieved 81% on news classification and 76% on sentiment analysis. These 

results demonstrate substantial transfer learning benefits, with language-agnostic 

multilingual representations capturing meaningful linguistic patterns applicable to 

Karakalpak classification tasks. 

Data augmentation without transfer learning provided modest improvements, 

increasing baseline accuracy from 74% to 76% on news and 71% to 73% on sentiment. 

However, combined transfer learning and augmentation produced substantial 

synergistic effects. Fine-tuned multilingual BERT with augmentation achieved 87% 

accuracy on news classification and 79% on sentiment analysis, improvements of 6% 

and 3% respectively over transfer learning alone. 

4.2 F1-Score Performance by Category 

Category-specific analysis reveals consistent improvements across all news 

classification categories, demonstrating the robustness of our methodology. 
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Figure 3: F1-Score Performance by News Category 

4.3 Data Augmentation Impact Analysis 

Data augmentation intensity requires careful tuning. The following visualization 

demonstrates that excessive augmentation introduces noise, while insufficient 

augmentation fails to provide sufficient diversity. 

 
Figure 4: Impact of Augmentation Intensity on Classification Accuracy 

Optimal augmentation rates proved to be 30-50%, with 40% augmentation showing 

peak performance. Back-translation augmentation consistently outperformed rule-

based augmentation, with back-translated examples preserving semantic content more 

reliably. Combined multi-strategy augmentation outperformed any single 

augmentation strategy. 

5. Cross-Lingual Transfer Learning 
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Source language selection produced nuanced effects on transfer learning effectiveness. 

The following diagram illustrates the Turkic language family relationships and their 

impact on transfer learning performance. 

 
Figure 5: Turkic Language Family Relationships and Transfer Learning Benefits 

Turkish-specific transfer proved slightly superior to generic multilingual transfer (83% 

vs 81% on news, 78% vs 76% on sentiment), consistent with Turkish's linguistic 

proximity. Uzbek-specific transfer produced comparable results (82% and 77%), also 

reflecting linguistic proximity. Ensemble approaches combining multiple source 

language models achieved 84% and 79%, demonstrating complementary benefits of 

diverse source representations. 

The linguistic proximity hypothesis receives support from source language selection 

results. Turkish-specific transfer marginally exceeded generic multilingual transfer, 

despite BERT pretraining not being specifically optimized for Turkic languages. This 

suggests that Turkic linguistic structure, shared across Turkish and Karakalpak, 

provides transferable knowledge beyond what multilingual BERT captures. 

6. Error Analysis and Confusion Patterns 

Detailed error analysis reveals systematic patterns in misclassifications. The following 

confusion matrices show error distributions across categories. 
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Figure 6: Confusion Matrices for News Classification and Sentiment Analysis 

Confusion errors concentrate in confusable categories. News classification confused 

sports with entertainment, reflecting thematic similarity. Sentiment analysis confused 

neutral with slightly positive sentiment, reflecting implicit positivity in neutral content. 

These patterns suggest that category refinement or multi-label classification might 

further improve performance for practical applications. Overall, the diagonal values in 

both matrices indicate strong classification performance, with the model correctly 

classifying the majority of examples in each category. 

7. Model Training Behavior and Convergence 

Training curves demonstrate stable learning behavior without catastrophic forgetting, 

validating our fine-tuning strategy. 

 
Figure 7: Training and Validation Curves Over Epochs 

The left plot shows training and validation loss converging smoothly over 10 epochs, 

indicating stable learning dynamics. The right plot displays corresponding accuracy 

curves, with validation accuracy stabilizing around epoch 8. The proximity of training 

and validation curves indicates appropriate regularization, preventing overfitting while 

achieving strong generalization. This convergence pattern validates our choice of 

learning rates, batch sizes, and other hyperparameters. 

  



Vol.4 №1 (2026). January 

Journal of Effective         innovativepublication.uz 

Learning and Sustainable Innovation 
 

 168 

8. Dataset Composition and Balance 

Our carefully balanced datasets ensure unbiased performance evaluation across 

categories. The following visualization shows dataset composition. 

 
Figure 8: Dataset Distribution and Balance Across Categories 

News classification dataset comprises 2,800 articles evenly distributed across five 

categories: Politics, Economics, Culture, Sports, and Science (560 articles per 

category). Sentiment analysis dataset comprises 2,100 social media posts evenly 

distributed across three categories: Positive, Negative, and Neutral (700 posts per 

category). This balanced distribution ensures that accuracy metrics reflect true model 

performance rather than class-size effects. 

The stratified 70% training, 15% validation, 15% test split maintains category balance 

across all dataset portions, enabling fair comparison of approaches and reliable 

evaluation of model generalization. 

9. Conclusion and Strategic Recommendations 

This research addresses a critical gap in multilingual natural language processing by 

developing and evaluating methodologies for automatic text classification in 

Karakalpak, a low-resource Turkic language. Through systematic investigation of 

cross-lingual transfer learning, data augmentation, and their combination, we 

demonstrate that resource scarcity need not prevent development of practical text 

classification systems. Our integrated approach achieves 87-88% accuracy on news 

classification and 79-81% on sentiment analysis, substantial improvements over 

monolingual baselines and approaching practical utility thresholds. 

Key findings establish that multilingual BERT transfer learning substantially improves 

low-resource language classification, data augmentation when combined with transfer 

learning produces significant synergistic benefits, linguistic proximity matters with 
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related language transfer providing marginal improvements over generic multilingual 

approaches, and optimal augmentation intensity requires empirical tuning rather than 

assumption that more augmentation universally improves performance. These findings 

challenge assumptions that low-resource languages must await indefinite data 

accumulation to enable computational NLP applications. Methodologically, this 

research demonstrates the value of addressing low-resource challenges through 

multiple complementary techniques. Transfer learning provides external knowledge 

sources; augmentation expands training diversity. Their combination substantially 

mitigates resource limitations. 

Practically, this research enables immediate application of text classification to 

Karakalpak language processing, supporting news organization, content moderation, 

sentiment analysis, and diverse downstream applications. The developed systems and 

trained models remain available to Karakalpak language communities, contributing to 

digital inclusion and technological access. More broadly, this research contributes to 

the larger goal of enabling computational language technology across linguistic 

diversity, ensuring that technological benefits extend beyond high-resource language 

contexts to support language communities worldwide. 

Low-resource languages deserve computational attention not as an afterthought but as 

central to advancing the field. The methodologies developed here provide templates 

for other language communities seeking to build practical language technology despite 

resource constraints. 
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