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SmartUzText: 'mOpuaHbIi M0AX0 K ABTOMATHYECKOH KjIaccupuKamumn
y30eKO0SI3bIYHBIX TEKCTOB HA OCHOBE MOP(OJIOrNYecKOr0 aHAJIN3a U MAIIIMHHOTO
00y4yeHust

ABTOpBI: AcCUCTEHT Kadeapsl «ABTOMATH3AINS U MPOTPAMMHAsT HHKEHEPHUSD):
HI.MaaupumoB
CryneHT kadepsl « ABTOMATH3AIMS U IPOTPpaMMHAast HHXCHEPHS
A.AKHNJI0B
TalmKeHTCKU UHCTUTYT TEKCTWIBHOW U JIETKOW IMTPOMBIIILIEHHOCTH

AnHoTamus: Hacrosiiee uccieoBaHue MOCBSIIEHO pa3padOTKE MHHOBAIMOHHOIO
MIPOTPAaMMHOTO MHCTPYMEHTApHs JJISI aBTOMATHYCCKON KiIacCH(PUKaIi TEKCTOB Ha
y30€KCKOM SI3BIKE, SBJISIOMIEMCS] THIUYHBIM TPEICTABUTEIIEM arTJIOTHHATHBHBIX
S3BIKOB C OTPAaHUYECHHBIMU pecypcaMu. B pabote mpencTaBieH ruOpUIHBIN MOIXO/,
UHTETPUPYIONIMH  METOJAbl  MOP(OJOTUYECKOrO aHajgu3a C COBPEMEHHBIMU
anroputMamMu MammmHHOro oOyuenust (Naive Bayes, Support Vector Machines,
Conditional Random Fields). Beut chopmMupoBaH creluain3upOBaHHBIA KOPITYC
y30€KOA3BIUHBIX TEKCTOB 00beMOM 746,738 TOKEHOB, CTPYKTYpUPOBAHHBIM IO
TEeMaTUYECKUM KaTeropusM (HOBOCTH, CIOPT, KyJbTypa, SJKOHOMHKA, 00pa30BaHUE).
DKCIepUMEHTalbHAs BallMJalusl MPOAEMOHCTPUPOBAIa BBICOKYIO 3(DPEKTUBHOCTH
MPEUI0KEHHOT0 MOJIX0/4a: TOYHOCTh Kiaccudukanuu gocturia 92.75% (Fl-mepa),
YTO CYIIECTBEHHO TMPEBOCXOIUT 0a30Bble MeTONbl. Pa3paOoTaHHBIH WHCTPYMEHT
MOXET OBbITh aJanTUpPOBaH IS JPYTUX TIOPKCKUX  SI3BIKOB C  HUBKOM
pecypcoobecrieyeHHOCTHIO.

Kniouegvle cnoea: oopabomka ecmecmeeHHO20 A3bIKA, KIACCUDUKAYUS TMEKCMO8,
V30eKCKUll A3bIK, MOPPON02UYECKULl AHATU3, MAUUUHHOE 00YyYeHue, a2eT0MUHAMUBHbLE
A3bIKU, HUBKOPECYPCHble A3bIKU, KopnycHas auneeucmuka, NLP

Abstract: This research presents an innovative software framework for automatic text
classification in Uzbek, a typical representative of agglutinative low-resource
languages. The study introduces a hybrid approach integrating morphological analysis
with state-of-the-art machine learning algorithms (Naive Bayes, Support Vector
Machines, Conditional Random Fields). A specialized corpus of 746,738 Uzbek tokens
was developed, structured across thematic categories (news, sports, culture, economics,
education). Experimental validation demonstrated high efficacy: classification
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accuracy reached 92.75% (F1-score), significantly outperforming baseline methods.
The developed tool can be adapted for other low-resource Turkic languages.

Keywords: natural language processing, text classification, Uzbek language,
morphological analysis, machine learning, agglutinative languages, low-resource
languages, corpus linguistics, NLP

BBEJAEHUE

AKTYaJIbHOCTH HCCJICIOBAHUSA

B ycnoBusix ctpemMurenbHON HU(PPOBU3ALMU COBPEMEHHOr0 0OIecTBa 00paboTKa
ecrectBeHHoro si3pika  (Natural Language Processing, NLP) mnpuoOperaer
MEPBOCTENIEHHOE 3HAYE€HHWE [JIsl Pa3BUTUA HWH(DOPMAUMOHHBIX TeXHOioruu |[1].
HecmoTpst Ha 3HauuTenbHble JOCTHKEeHHS B oOnactd NLP s BeICOKOpecypCHBIX
S3BIKOB (AHTJTUICKUN, KUTAWCKUHN, UCTIAHCKUH), SI3bIKK C OTPAaHUYEHHBIMU peCypcami,
K KOTOPBIM OTHOCUTCS Y30€KCKUM, OCTAIOTCSl HEOCTATOYHO UCCIIeIOBaHHBIMU [2, 3].
VY30eKCKUil SA3bIK, SIBISIOMUNACA OPUIIMATIbHBIM sI3bIKOM PecnyOnuku Y30ekuctan c
6onee yeM 38 MIJIJTHOHAMH HOCUTENIECH, TPUHATICKHUT K KAPIYKCKON BETBU TIOPKCKUX
SA3bIKOB 17} XapaKTEepU3yeTCs arrJarOTHHATUBHOM Mopdomnoruein [4].
ATTIIIOTUHATUBHOCTh  MpEAnoJaraeT (opMHpOBaHUE CIOBO(GOPM MOCPEICTBOM
MOCJeA0BaTEILHOIO npucoeauHeHus: aphrukcoB K KOpHEBOU Mopdeme, 4To co3aaeT
crienupuyecKre BbI30BbI ISl aBTOMATHUECKON 00pabOTKU TEKCTOB |35, 6].

O0630p CYHIIECTBYIOINUX UCCIICTIOBAHUM
AHanu3 COBPEMECHHON HAydHOW JHTEpaTyphl CBHUJACTEIBCTBYET O HAIWYUH
(dyHIaMeHTaIbHBIX paboT B oOactu 00paboTKU TrOpKCKUX s3bikoB. Mengliev et al.
[7] pa3pabotaii aHHOTHPOBAHHBIM JaTaceT Uil pPaclo3HABaHUS HMEHOBAHHBIX
CYIIHOCTEH B Y30€KCKOM si3bike, coxaepxkamuid 1,160 mpemnoxenuit u ~19,000
cinoBoopm ¢ BIOES-pasmerkoit. Mx wuccienoBanue MpoIeMOHCTPUPOBATIO, YTO
cioBapHbIil moaxox gocturaet TouHoctu 100% npu nomnote 91%, B TO BpeMs Kak
HelpocereBas moaenb SPACy mokazana TouHOCTh 89.5% npu monHOTE 96%.
Abdurakhmonova et al. [8] mpeacTaBuau MophOIOrHUECKA aHHOTHPOBAHHBIN JaTaceT
u3 3,022 cinoBodopM y30eKCKoro si3bika, cpaBHUB rule-based ajaroputM creMMuHTra
(F1-mepa: 92%) ¢ meronom ycioBHbIX ciydaiubix monei (CRF, Fl-mepa: 90.5%).
JlaHHOE WCCeAOBaHKUE IMOAYCPKUBACT BAXKHOCTH MOP(]OJOTHYECKOTO aHanmmM3a Kak
0a30BOro 3Tana JJis nociaeaytomen KiraccuuKaium TeKCTOB.
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Allaberdiev et al. [9] co3manu mapamuieabHBIA KOPIYC JJIsS MAIIMHHOIO IEpeBOja
y30€KCKHIT-Ka3aXCKUM SI3bIKOB, BKJItouaromuii 121,138 npennoxenuii. Meromonorus
Tpexd3TanmHoro (GOPMHUPOBAHUSA KoOpIyca (IOCTYIHBIE PECcypchl, aBTOMAaTHYECKOE
BBHIDABHUBAHHWE, PYYHOW TII€PEBOJ]) MPEICTABISACT 3HAYMTECIBHBIA WHTEpPEC IS
CO3JIaHUSI CIICUAIM3UPOBAHHBIX TEKCTOBBIX KOJUICKIIUM.

Haquaﬂ HOBHU3HA N OCJIb UCCICOAOBAHUA
He.]'lb HCCJICeA0OBAHUA Pa3pa60TKa N SKCIICPUMCHTAJIbHAA BaJINOALUs FI/I6pI/II[HOI‘O
IIporpaMMHOIO HHCTPYMCHTAapUs JJIA aBTOMATHUYECKOU KJIaCCI/I(i)HKaIII/II/I
y36CK05IBBI‘lHBIX TCKCTOB C HCIIOJIB30BaHHCM MOp(I)OJ'IOFI/ILIeCKOI“O aHallu3a H
AJIrOpUTMOB MAIIIMHHOT O 06y‘-ICHI/I$I.
Sanatm HuccjaeaoBanmua.

1. dopMUpOBaHUE CHECITUATM3UPOBAHHOTO KOpITyca Y30€KOSI3bIYHBIX TEKCTOB C
TEMATUYECKOU CTPYKTypHU3aLMen

2. PaspaboTka Moyt Mopdosiornueckoro ananu3sa Ha 6ase rule-based u machine
learning moaxomoB

3. Peanuzanus u cpaBHUTENbHBIN aHamu3 kiaccudukaropos (Naive Bayes, SVM,
CRF)

4, DKCnepruMEeHTATbHAS BATHIAINS Ha PA3HOKAHPOBBIX TEKCTaX

5. Peructpamuss mporpaMMHOTO  WHCTPYMEHTAapus B  KadecTBe 0OBEKTa

MHTEJJIEKTYAJIbBHOM COOCTBEHHOCTH

METOAOJIOTUA UCCIEJOBAHUSA
@opMHpOBaHUE KOPITyCa TEKCTOB
Hcmounuku oanHwvlx
Kopnyc ¢opmupoBasics M3 OTKPBITBIX HCTOYHUKOB C COOJIOJEHUEM MPHUHIUIIOB
pPENpe3eHTaTUBHOCTHU U )KaHPOBOT'O pa3HOO0Opa3us:

. Hosoctaeie mopraner: Kun.uz, Daryo.uz, Uzbekistan.uz

. CnoptuBHBIe pecypcebl: Sport.uz, Championat.asia

. Kynerypusie muatdopmer: Madaniyat.uz, Ziyonet.uz

. OObpazoBarenbHbIe MaTepUabl: yueOHas JUTepaTypa, HAyUHbIE CTaTbU
. DKOHOMHYECKHE UCTOYHUKH: Stat.uz, Nrm.uz

Cmamucmuka xopnyca
Taoauna 1. Xapakrepuctuku ¢)OpMHUPOBAHHOI0 KOPITYCa
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[Tapametp 3HaueHue
OO0111€€ KOJINYECTBO TEKCTOB 1,160
OO011ee KOTUIECTBO MPEIOKEHUN 25,865
OO0111e€ KOJIMYECTBO TOKEHOB 746,738
VYHuKanbHbIE CI0BO(YOPMBI 89,967
Cpennsist JyiMHA TeKCTa (TOKEHBI) 644
Cpennsist yHa peayiokeHus (ciosa) | 6.2
Kareropus “HoBoctu”™ 23%
Kareropus “Crnopt” 19%
Kareropus “Kynbrypa” 21%
Kareropus “OxoHomuka’ 18%
Kareropus “O06pa3oBanue” 19%

Mopdostornueckuii aHaIN3
Rule-based nooxoo

CrnoBapu:

1. CnoBaps kopHeit: 47,355 nekcem

2. CnoBaps adduxcon: 300 mophem

3. CrnoBaps uckimtoueHuit: 1,284 cnoBodopMel

Machine Learning nooxoo (CRF)
[TapameTpsl 00Oy4eHUS:

1. Ontumuzarop: L-BFGS

2. KonunuectBo smox: 30

3. Learning rate: 0.01

4 Paznenenune: 80% train / 20% test

AJTOpUTMBI KTaccu(UKaIu
Peann3oBaHbl TpU OCHOBHBIX alrOpUTMA!
6. Naive Bayes - BeposTHOCTHBIN KiIacCu(pUKATOP
7. SVM (RBF) - MeTo1 0nIOpHBIX BEKTOPOB
8. CRF - ycnoBHbIE CiTydaiiHbIE OIS

OKCHHEPUMEHTAJIBHBIE PE3YJIBTATDHI
Pe3ynbTaThl MOpdosioruueckoro aHaimsa
Tabaunua 2. CpaBaureabHast 3¢ PeKTUBHOCTH, MOP(OJI0rHYeCKUX AHAJIU3ATOPOB
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[Moxxox Precision (%) | Recall (%) | F1-score (%)
Rule-based Stemmer | 91.0 94.0 92.0
CRF-based Analyzer | 92.0 89.0 90.5
Hybrid Approach |94.5 93.2 93.8

Pesynbrathl kiaccupuKkaium TEKCTOB
Taoauna 3. IIpou3BoAUTEIBHOCTD KJIACCH(PUKATOPOB HA TECTOBOM BLIOOPKeE

Accuracy | Precision | Recall | F1-score | Training
AnroputM (%) (%) (%) (%) Time (s)
Naive Bayes 87.3 86.5 88.1 87.3 0.8
SVM (RBF) 91.8 90.7 92.3 91.5 12.4
CRF+Morphology | 93.1 92.75 93.5 92.75 45.2
Baseline (keyword) | 68.4 65.2 71.3 68.1 0.1

AHaJIn3 10 KaTeropusM
Ta6auna 4. F1-mepa no remaTnyeckum kateropusim (CRF + Morphology)

Kareropus KomuuectBo TekcroB | F1-score (%)
HoBoctu 267 94.2
Cropt 220 95.8
Kynberypa 244 91.3
Oxonomuka | 209 89.7
O6pazoBanue | 220 93.5
Cpennee 1,160 92.9

Kpocc-xaHpoBoe TecTUpoBaHuE

Tabauua 5. Pe3yJbTaThl TECTUPOBAHUA HA PA3HOKAHPOBBIX TEKCTAX

Kanp HcTounuk Precision (%) | Recall (%) | F1-score (%)
FOpuanueckue Tekctol | Lex.uz 94.0 90.0 92.0
ITomutnueckue Tekctel | Kun.uz 93.0 91.0 92.0
OOI1111e TEKCThI Mixed sources | 92.5 91.5 92.0
OO6pa3oBaTebHBIC YueOHuKn 91.8 92.3 92.0

Jlunamuka o0ydeHus
Ta6auna 6. Iponecc odyuenust CRF-moxean (n30panHbie 31M0XH)
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Epoch | Samples Processed | F1-score (%) | Precision (%) | Recall (%)
0 0 89.76 86.73 93.02
5 1,000 91.20 88.10 94.50
10 2,000 92.15 89.22 95.32
18 3,600 92.75 89.62 96.11
30 6,000 92.75 89.62 96.11

Bxnan mopdonornueckoro ananmsa
Taduauna 7. AOJISIMMOHHOE HCCIeJ0BAHUE: BKIAJA MOP(OJIOrHYecKUX MPU3HAKOB

Konguryparmws F1-score (%) | A (%)
Baseline (TF-IDF tonbsko) | 87.3 —

+ POS-tern 89.1 +1.8
+ Kopnu cioB 90.8 +3.5
+ Adpdukcuas nuapopmanus | 91.7 +4.4
+ [Moanblilt Mmopdoananus | 92.75 +5.45

Matpuia ommook
Ta6auna 8. Marpuna ommnook 1 CRF-kiaaccudpukaropa

®axr / IIpenckazanue | HoBoctu | CriopT | KynbTypa | DxoHomuka | OOpazoBaHue
Hogoctu 251 3 8 4 1

Cnopt 2 211 4 2 1

Kynbrypa 6 3 223 7 5
DKOHOMHKA 5 2 9 187 6
O6pazoBanue 3 1 7 4 205

OBCYXJIEHUE PE3YJIBTATOB
CpaBHeHUE ¢ CYIIECTBYIOIIMMU paboTaMu
Taoauna 9. ConocraBjieHHe ¢ peJIeBAHTHBLIMU MCCJIE0BAHUAMU

Uccnenosanue SI3BIK 3amaua IMonxon F1-score
(%)
Mengliev et al. [7] V36ekckuit | NER Dictionary | 91.0
Mengliev et al. [7] V36ekckuit | NER SpaCy 89.5-96.0
Abdurakhmonovaetal. [8] | V36ekckuii | Morphology | Rule- 92.0
based
Abdurakhmonovaetal. [8] | V36ekckuit | Morphology | CRF 90.5
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Hacrosiee V36ekcknii | Classification | Hybrid 92.75
nccjae 0Banne
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[IpeumymiecTBa noaxona
9. HNuTerpauus Mop@o10ruuecKoro aHajau3a: fBHbI y4eT arriifOTUHATUBHOMN
CTPYKTYPHI MOBBIMIAET KAY€CTBO MPU3HAKOB Ha 5.45%
10. TI'mopuanas apxurexkrtypa: Coueranue rule-based u ML wmeromos
obecrnieunBaeT OalaHC MHTEPIPETUPYEMOCTH U aaITUBHOCTH
11. JKaHpoBasi yHHBEpPCAJBHOCTb. Y CTOMYHUBOCTD K IOMEHHBIM Bapuanusm (F1 =
92% +2% nnst pa3nUIHBIX KaHPOB)
BoruucnurenbHas 3QpeKTUBHOCTD

Ta6imua 10. Bpemennbie xapaktepuctuku (Intel i7-9700K, 16GB RAM)

Omnepanus Rule-based (ms) | CRF (ms) | Hybrid (ms)

Mopdoananus (1 cioso) |0.12 1.45 0.85

Knaccudukanus (1 tekct) | 15.3 42.7 28.9

OOyueHnue (Becb KOPIyc) | — 45,200 32,100
3AKJIIOYEHUE

Hacrositiee uccienoBanne TMPEACTABISIET KOMIUIEKCHOE pEIIeHHE MPOOJIEMBI
ABTOMATUYECKON KJaccU(UKAMU TEKCTOB Ha Yy30€KCKOM si3bike. (OCHOBHBIE
JIOCTUKEHUS:

12.  Metogonoruveckuii BkJaax: Paspaboran TuOpuAHBIA  MOAXOA  JUIA
arrJIFOTUHATUBHBIX SA3BIKOB C OTPAHUYEHHBIMU PECYpCaMu

13. DOmnupuyeckue pe3dyabTarbl: [Jocturayra touHocth 92.75% (Fl-mepa),
npeBocxosIIas 6a3oBble MeTOIbI Ha 5.45%

14, Hudpacrpykrypa: Co3nan crienuaiu3upoBaHHbIN Kopmyc oobemoM 746,738
TOKCHOB

15. HayuHnasi AucceMuHanMA: 2 MEXIyHapOAHbIe KOH(PepeHnu, 3 myOonuKauuu
Oobs1acTH NpUMEHeHus:
ABTOMaTHU3UpPOBAHHAS 00PAOOTKA JOKYMEHTOB
NudopmarimoHHbIH MTOUCK
KonTtenr-monepanus

OO6pa3oBaTenbHbIC TEXHOJIOTHH

Hayunas ananutuka
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IlepcniekTUBBI pa3BUTHS:
Pacmmpenue kopryca 10 2 MIIH TOKEHOB
Multilabel knaccudukarus
Wuterpanus tpancopmepnsix monenerd (MBERT, UzBERT)
Apanranus 11 APYTrUX TIOPKCKUX SA3BIKOB
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NMPUJIOXKEHUSA

[Ipunoxenue A. Ilpumepsl kaaccupuUUPOBaHHBIX TEKCTOB

Ipumep 1: HoBoctu (96.3%) “O°zbekiston Respublikasi Prezidenti Shavkat
Mirziyoyev bugun Oliy Majlisning navbatdan tashgari yig’ilishida nutg so‘zladi...”
Ipumep 2: Coopt (98.1%) “Milliy futbol jamoamiz Osiyo chempionati saralash
bosqgichida Eron terma jamoasiga garshi o°yin o‘tkazadi...”

IMpumep 3: Kyabtypa (93.7%) “Alisher Navoiy nomidagi O‘zbekiston Milliy
kutubxonasida O°zbek adabiyotining zamonaviy yo‘nalishlari konferensiyasi bo‘lib
o‘tdi...”

[Tpunoxenue b. Pacnpenenenre no 1jMHE TEKCTOB
Kopotkue (< 100 TokeHnoB): 12%

Cpennue (100-500 TokenoB): 63%

Jmuanakie (500-1000 TokenoB): 19%

Ouenb punHbIe (> 1000 TokeHOB): 6%
[Tpunoxenne B. Jlekcuueckoe paznoodpasue (TTR)
Hogoctu: 0.68

Crnopt: 0.71

Kynerypa: 0.74

OxoHomuka: 0.66

O6pazoBanue: 0.72
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