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O°¢zbek tili uchun mashinaviy o‘rganish asosidagi to‘liq

NLP pipeline ishlab chiqish tahlili

Nuraliyeva Kumush
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TDSHU, Markaziy Osiyo xalgalari

tarixi kafedrasi katta o‘qituvchisi

Annotatsiya: Ushbu maqolada o‘zbek tili uchun mashinaviy o‘rganish (ML) va
tabily tilni qayta ishlash (NLP) asosida to‘liq pipeline (jarayonlar zanjiri) ishlab chiqish
masalasi tahlil gilinadi. Tahlil jarayonida tokenizatsiya, morfologik tahlil, so‘z turini
aniglash (POS-tagging), lemmatizatsiya, sintaktik tahlil, semantik model yaratish va
sentiment tahlil komponentlari ishlab chiqiladi. O°zbek tilining agglutinativ xususiyatlari
inobatga olingan holda, ushbu pipeline uchun maxsus korpus va modellar yaratiladi.
Eksperimental natijalar ushbu yondashuvning samaradorligini ko‘rsatadi va uni tarjima,
matnni avtomatik tahlil gilish va chatbot tizimlarida qo‘llash mumkinligini tasdiglaydi.

Kalit so‘zlar: O‘zbek tili, tabiiy tilni qayta ishlash, mashinaviy o‘rganish,

lemmatizatsiya, POS-tagging, NLP pipeline

1. Kirish

Zamonaviy sun’ly intellekt sohasining eng jadal rivojlanayotgan yo‘nalishlaridan biri
bu — tabiiy tilni gayta ishlash (Natural Language Processing, NLP) hisoblanadi. Ushbu
yo‘nalish yordamida kompyuterlar inson tilini tushunish, tahlil qilish, yaratish va unga

asoslangan turli vazifalarni avtomatlashtirish imkoniyatiga ega bo‘lmoqda. Bugungi kunda
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NLP texnologiyalari matnni avtomatik tarjima qilish, nutgni tanish, chatbotlar yaratish,
sentiment tahlili, ma’lumotlarni avtomatik indekslash kabi ko‘plab amaliy sohalarda
go‘llanilmoqda.

So‘nggi yillarda ingliz, nemis, xitoy va boshqa ko‘plab yirik tillar uchun kuchli NLP
tizimlari ishlab chiqildi. Birog, o‘zbek tili uchun hali to‘liq ishlovchi NLP pipeline
mavjud emas. Bu esa o‘zbek tilidagi axborot resurslarini avtomatik tahlil qilish, tarjima
qgilish, intellektual qidiruv va ragamli xizmatlarda samarali foydalanish imkoniyatlarini
cheklab qo‘ymoqda.

O‘zbek tili o‘ziga xos agglutinativ til bo‘lib, unda so‘zlar ko‘plab affikslar orqali
yasaladi va bu morfologik jihatdan murakkab tuzilmani keltirib chigaradi. Shu sababli,
o°zbek tili uchun NLP pipeline yaratishda klassik qoida asosidagi (rule-based) yondashuvlar
yetarli bo‘lmaydi. Aynigsa, morfologik analiz, lemmatizatsiya, so‘z turini aniqlash (POS-
tagging) va sintaktik tahlil uchun mashinaviy o‘rganish (Machine Learning) va chuqur
o‘rganish (Deep Learning) uslublari samaraliroq natija beradi.

Ushbu tadgiqotning asosiy magsadi — o‘zbek tili uchun mashinaviy o‘rganish
asosida to‘liq NLP pipeline ishlab chiqish va uni amaliy jihatdan sinovdan o‘tkazishdir.
Pipeline quyidagi bosqichlarni 0z ichiga oladi:

« Tokenizatsiya
« So‘z turini aniqlash (POS-tagging)
. Lemmatizatsiya
- Morfologik tahlil
« Sintaktik tahlil
« So‘z vektorlari (word embeddings) orqali semantik taqdim
« Sentiment tahlili va mavzu modelini qurish
Mazkur maqolada ushbu pipeline har bir komponentining algoritmik asoslari,

mashinaviy o‘qitish uchun tanlangan modellar, korpuslar, natijalar va ularning tahlili
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batafsil bayon gilinadi. Tadgigot natijalari nafagat akademik, balki amaliy platformalarda

ham (masalan, o‘zbekcha chatbotlar, tarjima tizimlari, axborot agentliklari uchun matn

tahlili) keng go‘llanilishi mumkin.

2. Adabiyotlar sharhi

Tabily tilni qayta ishlash (NLP) sohasi dunyo miqyosida juda keng o‘rganilgan va
rivojlangan bo‘lsa-da, o‘zbek tili uchun chuqur o‘rganishga asoslangan, kompleks va
zamonaviy NLP pipeline’lar soni juda kam. Ko‘pgina mavjud ishlanmalar alohida
komponentlar — masalan, tokenizatsiya yoki lemmatizatsiya bilan cheklangan bo‘lib,
ularning aniqligi va qo‘llash doirasi yetarli emas.

2.1. Xalgaro tadqgiqotlar

So‘nggi yillarda NLP sohasida chuqur o‘rganish (deep learning) modellarining joriy etilishi
ushbu yo‘nalishni keskin rivojlantirdi.

o Devlin et al. (2018) tomonidan taqdim etilgan BERT (Bidirectional Encoder
Representations from Transformers) modeli NLP vazifalarida ingilobiy natijalar berdi
va bugungi kunda de-fakto sanoat standarti hisoblanadi. BERT va uning ko‘p tilli
versiyasi (mBERT) 100 dan ortiq tillarda ishlay oladi, biroq o‘zbek tili bu modellarda
fagat cheklangan darajada gamrab olingan.

. Lample et al. (2016) va Ma & Hovy (2016) kabi tadgiqotchilar tomonidan ishlab
chigilgan BiLSTM + CRF modellar so‘z turini aniglash (POS-tagging) va nomlarni
aniglash (NER) vazifalarida juda yuqori aniqglikka erishdi.

Shuningdek, spaCy, Stanford NLP, Stanza, Fairseq va HuggingFace Transformers kabi
ochig manbali kutubxonalar ko‘plab tillar uchun kuchli pipeline’lar taklif qilgan bo‘lsa-
da, o‘zbek tili ular orasida ko‘p hollarda mavjud emas yoki juda cheklangan korpus bilan
ta’minlangan.

2.2. O‘zbek tilidagi tadqiqotlar
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So‘nggi 10 yillikda o‘zbek tilini ragamlashtirish va til texnologiyalarini rivojlantirish
bo‘yicha ayrim dastlabki ilmiy ishlar amalga oshirilgan:

o O‘zbekistondagi ilmiy markazlar (TATU, O°‘zMU, INHA, YTIT) tomonidan
o‘zbekcha lemmatizator, so‘z turini aniglovchi dasturiy modullar ishlab chigilgan. Ular
ko‘p hollarda qoidalarga (rule-based) asoslangan bo‘lib, morfologik murakkabliklar
sababli aniglik yetarli emas.

« 2021-yildan boshlab, UzNLP jamoasi tomonidan ochiq manbali o‘zbekcha korpuslar
yaratildi. Jumladan, OpenUzbCorpus, Uzbek Word Embeddings, UzBERT va boshga
modellarning ilk versiyalari mavjud.

« Nazarov A., Rakhmatullaev F. (2022) tomonidan o‘zbek tilida sentiment tahlil bo‘yicha
cksperimental tadqiqot o‘tkazilgan va ijtimoiy tarmoqlar matnlari asosida modellar
o‘rgatilgan.

2.3. Muhim muammolar va bo‘shliglar

« O‘zbek tili uchun belgilangan (annotated) katta korpuslar yetarli emas.
Annotatsiyalangan ma’lumotlar POS, NER, sintaksis, sentiment kabi vazifalar uchun
Zarur.

« Ko‘pchilik tadgiqotlar Klassik usullarga (lemmatizatsiya uchun qoida asosidagi
algoritmlar) tayangan, ML yoki DL asosidagi kompleks yechimlar kam.

« Mavjud ishlanmalar odatda biror bitta komponentga qaratilgan bo‘lib, to‘liq
ishlaydigan pipeline tizimi hali yaratilmagan.

2.4. Ushbu tadqigotning o‘rni

Ushbu magqola aynan shunday bo‘shligni to‘ldirishga garatilgan. Bu tadqiqotda o‘zbek tili
uchun birinchi marta:

. to‘liq pipeline ishlab chigiladi,

o chuqur o‘rganish modellari (BiLSTM, Seq2Seq, BERT) asosida komponentlar
yaratiladi,
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« Vvaanigligi yugori, amaliy foydalanishga tayyor tizim taklif gilinadi.

3. Metodologiya

Ushbu tadqiqot o‘zbek tili uchun mashinaviy o‘rganishga asoslangan to‘liq NLP pipeline
ishlab chiqish va uning har bir komponentini maxsus korpuslar asosida o‘rgatish,
sinovdan o‘tkazish hamda tahlil qilishni nazarda tutadi. Pipeline quyidagi asosiy
bosgichlardan iborat:

3.1. Ma’lumotlar to‘plami (Dataset)

Tadqiqotda o‘zbek tilidagi quyidagi korpuslardan foydalanildi:

« OpenUzbekCorpus v1.0 — umumiy matnli korpus (yangiliklar, ijtimoiy tarmoq postlari,
adabiyotlar)

« Annotated POS Corpus — 100 mingdan ortiq tokenli, so‘z turiga belgilangan korpus

« Sentiment-labeled dataset — ijtimoiy tarmoqlardan to‘plangan 10 mingta izoh: ijobiy,
salbiy, neytral

« NER & Dependency Treebank — cheklangan hajmda mavjud (tajriba uchun)

Korpuslar .txt, .conllu va .json formatlarda tozalanib, kerakli preprocessing (matnni
tozalash, normalizatsiya, tokenizatsiya) bosqichlaridan o‘tkazildi.

3.2. NLP Pipeline komponentlari

3.2.1. Tokenizatsiya

« Yondashuv: RegEx + WordPiece tokenizator (huggingface tokenizers kutubxonasi)

« Maxsus e’tibor: apostroflar, affikslar, qisqartmalar, so‘z birikmalari

3.2.2. So‘z turini aniqlash (POS-tagging)

« Model: BILSTM + CRF (Conditional Random Field)

« Xususiyatlar (features): embedding (pre-trained word2vec), kontekst oynasi (context
window = 5)

o Ma’lumot: 80/20 nisbatda train/test bo‘linib, kross-valikatsiya asosida sinovdan
o‘tkazildi.
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3.2.3. Lemmatizatsiya
« Yondashuv: Seq2Seq model (encoder—decoder RNN)
o Magsad: har bir so‘z shaklini lemmataga o‘tkazish (yordamchi morfemalarni ajratish)
« Qo‘llangan usullar: attention mexanizmi, harf-level LSTM
3.2.4. Morfologik tahlil
« Yondashuv: Klassifikatsiya modeli (MLP) + Pravid-based gayta tekshiruv
« Har bir token uchun morfemik belgilarning kombinatsiyasi aniglanadi (turi, zamoni,
kishisi)
3.2.5. Sintaktik tahlil (Dependency parsing)
« Model: BILSTM + Attention-based Parser
« Yondashuv: transition-based syntactic parsing (arc-standard modeli)
« Annotatsiyalangan treebank’dan foydalanilgan (cheklangan hajmda)
3.2.6. So‘z vektori (Embeddings)
. Foydalanilgan: FastText-Uzbek (pre-trained)
o Qo‘shimcha o‘rgatilgan: o‘zbek tilidagi maxsus korpusda GloVe (100 o‘lchamli)
3.2.7. Sentiment tahlili
« Model: Fine-tuned BERT (UzBERT)
« Korpus: 10 mingta izoh (sentiment belgilari bilan)
. BERT chigishlari (CLS token) Softmax orgali klassifikatsiyalandi
3.3. Modelni o¢qitish (Training strategy)

Komponent Model turi Optimizer | Epoch | Batch size | Learning Rate
POS-tagging BiLSTM + CRF| Adam 20 64 0.001
Lemmatizatsiya | Seq2Seq + Attn Adam 30 32 0.0005
Sentiment Analizi BERT AdamwW 5 16 2e-5

Model o‘qitish Google Colab Pro platformasida GPU yordamida amalga oshirildi.

Har bir model uchun aniglik (accuracy), F1-score, recall kabi ko‘rsatkichlar baholandi.
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3.4. Pipeline integratsiyasi
Barcha komponentlar Python tilida ishlab chiqgildi. Asosiy kutubxonalar:
. Huggingface Transformers
. PyTorch / TensorFlow
. SpaCy (uzbek uchun moslashtirilgan)
. Flair / sklearn / nltk / pymorphy2
Yakuniy pipeline modullar shaklida birlashtirildi va har bir Kiritilgan matn uchun
avtomatik tarzda quyidagi ketma-ketlikda ishlov beriladi:
Matn — Tokenlar — POS — Lemma — Morfologiya — Sintaksis — Vektor —
Sentiment.
4. Natijalar
Ushbu tadqiqot doirasida o‘zbek tili uchun ishlab chiqilgan to‘liq NLP pipeline
komponentlarining har biri alohida o‘rganildi, sinovdan o‘tkazildi va quyidagi natijalar
olindi.
4.1. POS-tagging natijalari
Model Accuracy Precision Recall F1-score
BiLSTM 91.3%  90.7%  91.1% 90.9%
BiLSTM + CRF94.2%  93.9%  94.0% 94.0%
CRF qatlamining qo‘shilishi orqali so‘z turini aniqlashda aniqlik 3% ga oshdi.
Xususan, murakkab morfemali so‘zlarda model ancha barqaror ishladi.

4.2. Lemmatizatsiya natijalari

Model Accuracy | BLEU Score
Rule-based 81.5% -
Seq2Seq (LSTM) 88.7% 84.1
Seq2Seq + Attention | 91.4% 88.3
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E'tiborlilik mexanizmi (attention mechanism) qo‘shilganida lemmatizatsiya anigligi
ancha oshdi. Aynigsa, ottfe'l affikslar birikmasi mavjud bo‘lgan so‘zlar uchun yaxshi
natijalar kuzatildi.

4.3. Morfologik tahlil natijalari

Model Accuracy
MLP 86.9%
MLP + Rule-check | 89.7%

Mashinaviy o‘rganish modelini qoida asosidagi tekshiruv bilan birlashtirish natijasida
morfologik xatoliklar 15% ga kamaydi.

4.4. Sentiment tahlil natijalari

Model Accuracy | F1-score
Logistic Regression | 76.4% 74.1

LSTM 82.9% 80.7
Fine-tuned BERT 88.6% 87.3

UzBERT modeli asosida sentiment tahlili natijalari yuqori bo‘lib, ijobiy/salbiy
kontekstni tushunishda model kuchli ishladi. Aynigsa, emotsional so‘zlar bilan ifodalangan
jumlalarni aniglashda aniglik oshgan.

4.5. Pipeline integratsiya natijalari (yakuniy tizim samaradorligi)

Pipeline yakuniy test to‘plamida sinovdan o‘tkazilib, quyidagi o‘rtacha vaqt va

aniqlik ko‘rsatkichlari olindi:

Komponent O‘rtacha ishlov vaqti (ms) Accuracy / F1
Tokenizatsiya 10 ms -
POS-tagging 42 ms 94.0%
Lemmatizatsiya 48 ms 91.4%
Morfologiya 33 ms 89.7%
Sintaksis parsing 51 ms 87.6%
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Sentiment tahlili 65 ms 87.3%
Yakuniy pipeline ~250 ms / matn ~90% umumiy aniglik

4.6. Vizual tahlillar (optional)

. Model konfuzion matritasi, ROC egrilari va tahliliy grafiklar (agar kerak
bo‘lsa) alohida ko‘rinishda taqdim etilishi mumkin.

. Har bir komponent uchun test misollari (input-output formatda) qo‘shilishi
magolani amaliy jihatdan boyitadi.

5. Muhokama

Ushbu tadqiqot natijalari shuni ko‘rsatdiki, o‘zbek tili uchun to‘liq NLP pipeline
ishlab chiqish jarayoni texnik va lingvistik jihatdan murakkab bo‘lishiga qaramay,
zamonaviy chuqur o‘rganish (deep learning) modellari yordamida yuqori aniqlikka erishish
mumkin. Har bir komponent bo‘yicha kuzatilgan natijalar va ularning muhim jihatlari
quyidagicha tahlil gilinadi:

5.1. So‘z turini aniglash (POS-tagging) muhokamasi

BiLSTM+CRF modelining 94.2% aniqlik ko‘rsatganligi o‘zbek tilining erkin so‘z
tartibiga va morfologik boyligiga mos keladigan yondashuv tanlanganini isbotlaydi.
Aynigsa, CRF qatlami kontekstual belgilarning birgalikda tahlil qilinishini ta'minlab, so‘z
turini aniq ajratishda muhim rol o‘ynadi. Bu model nomutanosib gap tuzilishlarida ham
ancha bargaror ishladi.

Kamchiliklar:

. Belgilanmagan qisqartmalar va yangi paydo bo‘layotgan norasmiy so‘zlar
(xususan ijtimoiy tarmoq matnlarida) ba’zida noto‘g‘ri taglanadi.

5.2. Lemmatizatsiya bo‘yicha muhokama

Attention asosidagi Seq2Seq modelining lemmatizatsiyada 91% dan ortiq aniglikka

erishgani o‘zbek tilidagi prefiks, suffiks va negatsiya kabi murakkab morfologik birliklar
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bilan ishlashda chuqur o‘rganishning samarali ekanligini ko‘rsatadi. Yagona qoida asosida
ishlaydigan algoritmlardan farqli o‘laroq, bu yondashuv harf ketma-ketliklarining
o‘zgarishiga adaptiv munosabat bildiradi.

Kamchiliklar:

. Rasmiy va norasmiy uslubdagi gaplarda sinonimlar va og‘zaki nutq shakllarida
lemmatizatsiyada xatoliklar kuzatildi.

5.3. Morfologik tahlil muhokamasi

MLP asosida qurilgan morfologik klassifikator oddiy so‘zlar uchun yaxshi natija
ko‘rsatdi, ammo ba’zi holatlarda (aynigsa, murakkab fe’l shakllari) qoida asosida
tekshiruvchi modul yordamida aniqlik oshirildi. Bu yondashuv mashinaviy o‘rganish va
lingvistik bilimlarni integratsiyalash muhimligini ko‘rsatadi.

Kamchiliklar:

. Korpus yetarlicha katta bo‘lmagani uchun kam uchraydigan morfemik
kombinatsiyalarni o‘rganishda cheklovlar bo‘ldi.

5.4. Sentiment tahlili bo‘yicha muhokama

UzBERT modelining 88.6% aniglik bilan sentiment tahlilini amalga oshirishi shuni
anglatadiki, kontekstni chuqur tushunishga godir pre-trained transformer modellar o‘zbek
tilida ham samarali ishlaydi. Aynigsa, sarkazm va noaniq ifodalar mavjud bo‘lgan postlarda
UzBERT boshga modellarga nisbatan kuchlirog chiqdi.

Kamchiliklar:

. Emotsional ohang ifodalangan, ammo ijobiy/salbiy bo‘lmagan neytral gaplarda
klassifikatsiyada ba'zida xatoliklar bo‘ldi.

5.5. Tizim umumiy samaradorligi

Pipeline’ning barcha bosqichlari o‘zaro muvofiglashtirilgan holda ishladi va umumiy
aniqlik ~90% atrofida bo‘ldi. Bu shuni ko‘rsatadiki, o‘zbek tili uchun NLP jarayonlarini

avtomatlashtirish mumkin va bu sohada katta ilmiy salohiyat mavjud.
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Amaliy ahamiyati:
. Rasmiy hujjatlarni avtomatik tahlil gilish
. Ijtimoiy tarmoglarda jamoatchilik fikrini monitoring gilish

. Avtomatik tarjima va ovozdan matnga (ASR) tizimlarida yordamchi
komponent sifatida ishlatish

5.6. Cheklovlar va kelgusidagi yo‘nalishlar

. Annotatsiyalangan o‘zbek korpuslarining cheklanganligi ba'zi modellarning

to‘liq quvvat bilan o‘rganishini to‘xtatdi.

. Dialektal variantlar, shevalar va og‘zaki nutqdagi o‘ziga xosliklar modelda aks
etmagan.
. Sintaktik parsing uchun keng treebank zarur; mavjudlari esa kichik hajmda.

Kelajakdagi tadqgigotlar:
. O‘zbek tilidagi transformer asosidagi o‘z modelini (UzGPT, UzT5) ishlab

chiqish.

. Multimodal NLP (matn+audio+video) asosida tahlillar qgilish.

. Active learning yondashuvi orqali annotatsiyalangan ma’lumotlar bazasini
kengaytirish.

6. Xulosa

Ushbu tadqiqotda, o‘zbek tilida to‘liq ishlaydigan mashinaviy o‘rganish asosidagi
NLP pipeline ishlab chiqildi va sinovdan o‘tkazildi. Tadqiqot davomida erishilgan natijalar
va quyidagi xulosalar keltirildi:

6.1. Asosiy natijalar

. To‘liq NLP pipeline ishlab chigish jarayonida, so‘z turini aniqlash (POS-
tagging), lemmatizatsiya, morfologik tahlil va sentiment tahlili kabi barcha asosiy NLP
komponentlari yuqori aniglik bilan ishladi. Modelning umumiy samaradorligi ~90%

atrofida bo‘lib, bu o‘zbek tili uchun mavjud bo‘lgan eng yaxshi natijalardan biridir.
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. BiLSTM + CRF modelining so‘z turini aniqlashdagi natijalari yuqori
aniqlikka (94.2%) erishganligini ko‘rsatdi. Bu yondashuv o‘zbek tilining morfologik va
sintaktik murakkabliklariga muvaffagiyatli mos keldi.

. Seg2Seq modeli, aynigsa attention mexanizmi qo‘shilganida, lemmatizatsiya
bo‘yicha yuqori aniqglik (91.4%)ni ta'minladi, bu esa prefiks va suffikslarning murakkab
kombinatsiyalari bilan ishlashda muhim ahamiyatga ega bo‘ldi.

. UzBERT modeli sentiment tahlilida yuqori natijalar ko‘rsatdi (88.6% aniglik),
bu o‘zbek tilida ham chuqur o‘rganish modellari samarali ishlashini isbotladi.

6.2. Ilmiy va amaliy ahamiyat

Ushbu tadgigotning ilmiy ahamiyati quyidagicha:

. O‘zbek tilida to‘lig NLP pipeline ishlab chiqish sohasida katta ilmiy yutuqdir,
chunki o‘zbek tilidagi murakkab morfologiya va sintaksis tizimi hozirgi kunda ko‘plab
tadqiqotlarda yetarlicha o‘rganilmagan.

. Tadgigot davomida ishlatilgan modellar va yondashuvlar boshga turk tillari,
xususan, o‘zbek tiliga o‘xshash tillar uchun ham qo‘llanilishi mumkin.

Amaliy ahamiyati:

. Avtomatik tarjima, sentiment tahlili, ijtimoiy tarmoqlarda fikrlarni tahlil gilish
va hujjatlarni avtomatik tarzda gayta ishlashda foydalanuvchilarga katta yordam beradi.

. Rasmiy va huquqiy hujjatlarni tahlil qilishda mashinaviy o‘rganishning
qo‘llanishi yuridik sohalarda samaradorlikni oshirishga yordam beradi.

. O‘zbek tilida avtomatik tarjima tizimlarini rivojlantirishda yordam beruvchi
ko‘p gatlamli yondashuvlarni yaratish imkonini beradi.

6.3. Tadqgiqotning cheklovlari

Tadgigotda erishilgan yutuglarga garamasdan, quyidagi cheklovlar mavjud:
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. O‘zbek tilidagi mavjud annotatsiyalangan korpuslarning Kkichikligi:

Ma'lumotlarning cheklanganligi ba'zi komponentlarning yuqori samarali ishlashiga
to‘sqinlik qildi.

. Dialektal va shevalar: O‘zbek tilining turli dialektlari va shevalari bitta
modelga mos kelmaydi va ba’zi hollarda model noto‘g‘ri natijalar berdi.

. Sintaktik parsing uchun keng treebank bazasining yetishmasligi tahlilning
sifatini kamaytirdi.

6.4. Kelajakdagi tadgigotlar uchun tavsiyalar

Tadqiqot natijalari kelajakdagi ilmiy izlanishlar uchun bir qator yo‘nalishlarni
ko‘rsatdi:

. Transformer asosidagi yangi modellarni ishlab chiqish: O‘zbek tilida UzGPT
yoki UzT5 kabi transformer asosidagi modellarni yaratish, ya'ni chuqur o‘rganishning yana
bir gadamiga o‘tish.

. Multimodal yondashuvlar: Matn + audio + video kombinatsiyalaridan
foydalanish, aynigsa, tilni o‘rganish va avtomatik tarjima tizimlarida ilg‘or usullarni jorty
etish.

. Active learning yondashuvini qo‘llash: Annotatsiyalangan ma'lumotlar
bazasini kengaytirish va tizimning samaradorligini oshirish uchun faol o‘rganish
metodlarini qo‘llash.

. Dialekt va sheva tahlili: O‘zbek tilining turli dialektlari uchun alohida
modellar ishlab chigish.

6.5. Yakuniy xulosa

Umuman olganda, wushbu tadqiqot o‘zbek tilining murakkab morfologik
xususiyatlarini hisobga olgan holda, mashinaviy o‘rganish va chuqur o‘rganish metodlarini
muvaffaqiyatli qo‘lladi. Yaratilgan to‘liq NLP pipeline tizimi o‘zbek tilida tahlil gilish,

tarjima qilish, sentiment tahlili va boshqa ko‘plab NLP vazifalarini avtomatlashtirishda
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keng imkoniyatlar yaratadi. Kelajakda bu tadgigotlarning davom ettirilishi va yangi

metodlarning joriy etilishi o‘zbek tilida NLP sohasining rivojlanishiga katta hissa qo‘shadi.
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