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Annotatsiya: Maqolada oftalmologik tasvirlarni tahlil qilishda raqamli ishlash 

texnologiyalari qo'llanilishi va EfficientNetB0 algoritmining afzalliklari tahlil qilinadi. 

EfficientNetB0 algoritmi chuqurlik, kenglik va rezolyutsiya kabi parametrlarni samarali 

balanslash orqali neyron tarmoqning ishlash unumdorligini oshiradi. Shuningdek, Squeeze-

and-Excite (SE) bloki va Swish aktivatsiya funksiyasi kabi usullar yordamida tarmoq 

resurslarini tejash va tasvirlardan xususiyatlarni aniq ajratish imkoniyati oshiriladi. 

Kalit so‘zlar: Oftalmologiya, raqamli tasvir ishlash, neyron tarmoq, EfficientNetB0, 

konvolyutsion neyron tarmoq, Swish aktivatsiya funksiyasi, Squeeze-and-Excite 

mexanizmi. 
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EfficientNetB0 algoritmi uchta asosiy parametrni miqyoslaydi: chuqurlik (depth), 

kenglik (width) va rezolyutsiya (resolution). Bu uch parametr oʻzaro balanslashgan holda, 

tarmoq samaradorligi oshiriladi: 

- Chuqurlik miqyosi (depth scaling): Tarmoqning chuqurligini oshirish orqali modelning 

aniqligi koʻpayadi, ya’ni modelda konvolyutsion qatlamlar soni ortadi. 

- Kenglik miqyosi (width scaling): Tarmoqning kengligini oshirish, ya’ni qatlamlardagi 

neyronlar sonini koʻpaytirish. 

- Rezolyutsiyani miqyoslash (resolution scaling): Kiritilayotgan tasvirning 

rezolyutsiyasini oshirish orqali yuqori aniqlikda ishlashga imkon beradi. 

Keyingi bosqichda MBConv Layer (Mobile Inverted Bottleneck Conv Layer) amalga 

oshiriladi. Bu qatlam modelni yengil va samarali qilish uchun mobil inverli bottle-neck 

strukturasidan foydalanadi[137; 778-b., 142; 10431-b.]. Bu yerda: 

- Spress (Squeeze) va Excite mexanizmi: Kanalning hajmini qisqartirish va qayta 

kengaytirish orqali parametrlarni tejamkorlik bilan ishlatadi. 

- Depthwise Separable Convolution: Standart konvolyutsion qatlamlardan farqli oʻlaroq, 

har bir kanal alohida ishlov beriladi, bu esa resurslarni tejaydi. 

Quyida EfficienNetB0 CNN ning isjlash sxemassi keltirilgan. Bu yerda har bir qatlamning 

tasvir va filtr oʻlchamlari bilan birga yozilgan. 
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1 rasm. EfficientNetB0 arxitekturasi 

EfficientNetB0 da Swish aktivatsiya funksiyasidan foydalaniladi. Bu funktsiya 

odatda ReLU dan yaxshiroq ishlaydi va uning ifodasi quyidagicha: 

     ( )    
 

     
 (1) 

Bu funksiyaning afzalligi shundaki, gradientlar kamroq kesiladi va model 

optimizatsiya jarayonida yaxshi oʻrgatiladi. 

Yuqorida koʻrsatilgandek kiruvchi tasvirlar modelga sozlangandan keyin model 

arxitekturasi boʻyicha qatlamlardagi jarayonlar sodir boʻladi. Birinchi Conv qatlam- bu 

konvolyutsion neyron tarmoqlarda (CNN) tasvirlar va boshqa ma’lumotlar bilan ishlov 

berishda eng muhim qism hisoblanadi. Conv qatlam tasvirdan xususiyatlarni ajratib olish 

uchun ishlatiladi va bu qatlam tasvirda aniqlik va semantik jihatdan muhim boʻlgan 

xususiyatlarni tanlab oladi. Conv qatlam tasvirga filtrlar yoki kernel (yadro) yordamida 

ishlov beradi. Har bir filtr kichik matritsadan iborat boʻlib, tasvirning kichik qismi bilan 

koʻpaytirilib, xususiyat xaritalari (feature map) hosil qiladi. Buning natijasida tasvirning 

turli tomonlari (chegaralar, burchaklar, naqshlar) ajratib olinadi. 
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Conv qatlamning asosiy komponenti kernel boʻlib, u kichik matritsa shaklida boʻladi 

(odatda 3x3, 5x5 yoki 7x7). Har bir filtr tasvirning kichik qismi ustida ishlov beradi. Kernel 

har bir tasvirning bir qismini qamrab oladi va matematik operatsiyalarni bajaradi, bu yerda 

asosan skalyar koʻpaytma va summatsiya bajariladi. 

Kernel tasvir boʻylab harakatlanadi va bu harakat stride deb ataladi. Stride bu kernel 

qancha bosqichda tasvir boʻyicha qadam tashlashini bildiradi. Misol uchun, agar stride = 1 

boʻlsa, kernel har bir pozitsiyada 1 ta pikselni tashlab oʻtadi, agar stride = 2 boʻlsa, 2 

pikseldan keyin harakatlanadi. Stride katta boʻlsa, chiqish oʻlchami kichikroq boʻladi. 

Agar tasvirning chegaralarida ma’lumot yoʻq boʻlsa, ba'zi hollarda padding 

ishlatiladi. Padding bu tasvir atrofida 0 qiymatli elementlarni qoʻshib tasvirning 

chegaralarini toʻldirishga imkon beradi. Bu yerda asosiy maqsad tasvirning oʻlchamlarini 

saqlab qolishdir. 

Conv qatlamda har bir filtr oʻzining ma’lum bir kernelini tasvir boʻyicha "sirgʻalib" 

harakatlantiradi va tasvirning ustiga qoʻyilgan qismi bilan dot product (nuqta koʻpaytma) 

amalga oshiradi. Bu operatsiya quyidagicha: 

 (   )  (     ) (2) 

Bu yerda: 

 -filtr(kernel) vaznlar toʻplami; 

 -kiruvchi tasvirning qismi; 

 -bias parametric; 

 (   )- hosil boʻlgan xususiyat xaritasi. 

Misol uchun: 5x5 oʻlchamdagi tasvirga 3x3 kernel qoʻllash jarayoni keltirilgan: 

Kiritish tasviri: 
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[
 
 
 
 
     
     
     
     
     ]

 
 
 
 

 

Kernel (filtr): 

[
   
   
   

] 

Tasvirning birinchi 3x3 qismi bilan kernelning dot product hisoblanadi va summasi 

olinadi: 

[
   
   
   

] 

Hisoblangan qiymatlar: (   )  (   )  (   )  (   )  (   )  (   )  

(   )  (   )  (   )    

Tasvirning butun qismi boʻyicha kernel harakatlanadi va natijada xarakteristikalar 

xaritasi hosil boʻladi. 

Keyingi qatlamda ya’ni MbVonv qatlamlarini umumiy ishlash prinsipi quyidagicha: 

Expand bosqichi (Kengaytirish) Swish bilan. Bu bosqichda kiruvchi tensorning hajmi 

kengaytiriladi va Swish aktivatsiya funksiyasi qoʻllaniladi. 

          (        ) (3) 

Bu yerda: 

   -kiruvchi tensor; 

    -kengaytiruvchi konvolyutsiya tortishishlari; 

Vol.2 №11 (2024). November 



 
310 

                                  Journal of Effective               innovativepublication.uz                    

          Learning and Sustainable Innovation 

 

     -aktivatsiya funksiyasi. 

Depthwise konvolyutsiya har bir kanal uchun alohida qoʻllaniladi va Swish bilan 

aktivatsiyalanadi. 

            (         (    )) (4) 

         - depthwise konvolyutsiya amali; 

     -aktivatsiya funksiyasi. 

Squeeze bosqichi (Siqish) Swish bilan. Depthwise konvolyutsiyadan keyin Swish 

funksiyasi bilan siqish bosqichi amalga oshiriladi.  

              (               ) (5) 

Bu yerda: 

        -siqish uchun konvolyutsiya tortishishlari; 

     -aktivatsiya funksiyasi. 

 Squeeze-and-Excitation (SE) bloki Swish bilan. Agar EfficientNet'da mavjud 

boʻlsa, SE blokida aktivatsiya funksiyasi ham Swishga oʻzgartiriladi. SE blokining 

matematik ifodasi quyidagicha boʻladi: 

   (        (                (      ))) (6) 

             - global oʻrtacha pooling; 

   va   -SE blokidagi tortishishlar; 

 - kanallar boʻyicha tarqatilgan vazn koeffitsienti. 

Chiqish esa quyidagicha modifikatsiyalanadi: 

             (7) 
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Keyingi bosqich Shortcut (Skip Connection) Swish bilan. Shortcut ham Swish 

aktivatsiya funksiyasi bilan birga ishlatiladi. Agar kiruvchi va chiqish oʻlchamlari bir xil 

boʻlsa, shortcut bilan ma’lumotlar toʻgʻridan-toʻgʻri qoʻshiladi[156; 966-b.]. 

              (        )-agar oʻlchamlar mos kelsa, 

aks holda: 

          (        ) (8) 

Bu blokda Swish funksiyasi an’anaviy ReLU yoki ReLU6 ga qaraganda silliqroq 

chiqish beradi va gradientlar yoʻqolishiga qarshi yaxshi himoya qiladi. 

Xulosa 

Oftalmologik tasvirlarni tahlil qilish uchun taklif etilgan EfficientNetB0 algoritmiga 

asoslangan neyron tarmoq tasvirlarni samarali va yuqori aniqlik bilan qayta ishlash 

imkonini beradi. Algoritmning chuqurlik, kenglik va rezolyutsiyani miqyoslash 

imkoniyatlari, shuningdek, Squeeze-and-Excite mexanizmi va Swish aktivatsiya funksiyasi 

yordamida oftalmologik tasvirlarni tahlil qilish jarayonlari optimallashtiriladi. Bu usul 

resurslarni tejab, ma’lumotlarni aniq ajratishga xizmat qiladi va bu sohada yangi 

imkoniyatlar yaratadi. 
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